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Degrees of Truth and Epistemic States

Didier Dubois
CNRS and Université de Toulouse - France
dubois@irit.fr

In quite a few, sometimes influential, works dealing with knowledge representation, there is a temptation to
extend the truth-set underlying a given logic with values expressing ignorance and contradiction. It then
leads to some truth-functional many-valued logic different from the original one, but often using the same
syntax. This is the case for instance with partial logic and Belnap bilattice logic with respect to classical
logic. It is found again in interval-valued, and type two extensions of fuzzy sets.

This talk insists that neither ignorance nor contradiction cannot be viewed as additional truth-values nor
processed in a truth-functional manner, and that doing it leads to weak or debatable uncertainty handling
approaches. A similar difficulty is also found in three- valued logics of rough sets.

In fact, partial ignorance and contradiction are meta-level notions, like deduction and consistency and
refer to epistemic states. When using the same language for modeling epistemic and objective notions, there
is no way to tell the case of not believing a proposition from believing its contrary, not to tell the case
of knowing that one among several propositions is true from the case of knowing that their disjunction is
true. Modal logics have been used to handle epistemic notions in a more satisfactory way, but the Kripke
semantics based on relations over possible worlds are perhaps unnecessarily complex to handle plain notions
of epistemic states. A simpler semantics can be based on sets of epistemic states understood as non-empty
subsets of interpretations.

We suggest that, in order to handle epistemic notions at the language level, we need two-tiered systems
where one logic (typically propositional logic) describing events is encapsulated by another one (that can be
many-valued) describing beliefs or testimonies. Such an approach paves the way to a general approach to
logics of uncertainty, along the lines suggested by Esteva, Godo and Hájek casting probability, possibility
or belief functions within a suitable multiple-valued setting, where beliefs are graded, but events remain
Boolean.
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A Generalization of Giles’s Game

Chris Fermüller
Technische Universität Wien - Wien, Austria
chrisf@logic.at

Already in the 1970s Robin Giles presented a combination of a dialogue game and a particular betting
scheme that characterizes Lukasiewicz logic. Variants of this type of game semantics for other important
fuzzy logics, including Goedel and Product logic have been described in the literature. However these versions
of the game suffer from major drawbacks. In particular the one-one relation between risk values and truth
values of Giles’s game is lost. We will discuss a way to generalize Giles’s game in a more conservative, yet
at the same time also more open and systematic manner. Quite general conditions on the evaluation of final
states and on the form of dialogues rules are stated. These conditions turn out to be sufficient to guarantee
that optimal strategies for the proponent of a formula correspond to a truth functional evaluation in a many
valued logic over some subset of the reals as truth values. We will also discuss to which extend our conditions
are necessary to characterize a many valued logic.
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Belief Functions, Möbius Transform and Integral Representations
on MV-algebras

Tomáš Kroupa
Institute of Information Theory and Automation, Academy of Sciences of the Czech Republic
kroupa@utia.cas.cz

Probability on MV-algebras was developed in the papers by Mundici and Riečan. Among many investigated
facets of this theory count conditiong or bookmaking over events represented by formulas in infinite-valued
 Lukasiewicz propositional calculus. A characterization relating many-valued probability to classical proba-
bility on Boolean algebras is the following: probability (state) on an MV-algebra is just Lebesgue integral
with respect to a uniquely determined Borel probability measure on the maximal ideal space.

The condition of additivity from the definition of state can be relaxed to study more general real func-
tionals on MV-algebras. Non-additive set functions, such as belief functions, possibility measures and upper
probabilities, appear already on Boolean algebras in connection with game theory or statistics. The whole
class of such imprecise probabilities on MV-algebras is studied in the recent paper by Fedel, Keimel, Mon-
tagna and Roth.

In this contribution we will single out belief functions on MV-algebras. In particular, we will show that
every belief function

• is totally monotone with respect to the lattice reduct of the MV-algebra,

• is characterized through its Möbius transform which is a state on a certain MV-algebra constructed on
the ideal space,

• is represented by Choquet integral with respect to a unique belief function on the maximal ideal space
of the MV-algebra.
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Admissible Rules of Many-Valued Logics

George Metcalfe
Mathematics Institute, University of Bern, Switzerland
george.metcalfe@math.unibe.ch

Investigations of logical systems – in particular, many-valued logics – typically tend to focus on derivability.
However, it can also be interesting and useful to “move up a level” and consider admissible rules of the
system: the rules under which the set of theorems is closed. Whereas derivable rules (members of the
consequence relation) may be thought of as providing an internal description of a logic, admissible rules
provide an external perspective, describing properties. In algebra, such rules correspond to quasi-equations
holding in free algebras, while from a computer science perspective, admissibility is intimately related to, and
in certain cases may be reduced to, equational unification. For classical logic, derivability and admissibility
coincide: the logic is structurally complete. However, for many non-classical logics – in particular, important
intermediate, modal, many-valued, and substructural logics – this is no longer the case, and interesting
questions arise as to the decidability, complexity, (finite) axiomatizability, and characterizations of their
admissible rules (see, e.g., [3, 2, 1]).

The aim of this talk will be to explore the landscape of admissible rules and structural completeness
for (fragments of) many-valued logics. In particular, various methods will be described for establishing
structural completeness and its failure, and used to show for example that Gödel logic and product logic are
structurally complete, while the implicational fragments of  Lukasiewicz logic and basic logic are structurally
complete, but not the full logics or indeed their implication-strong conjunction fragments. The historically
pertinent case of the relevant logic RM (for which the disjunctive syllogism is admissible but not derivable)
will be explored in detail and axiomatizations (bases) described for the admissible rules of various fragments.
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Toward a logic for imprecise probabilities

Franco Montagna
Università degli Studi di Siena, Italy
montagna@unisi.it

Imprecise probabilities over fuzzy events are interpreted in terms of bets in de Finetti’s style. That is, the
upper probability of a fuzzy event φ is the the betting odd α that a bookmaker would accept for the following
bet: the bettor pays α and gets the truth value of φ. The lower probability of φ is the amount β that a
bookmaker would accept for the opposite bet (that is, the bookmaker pays β and gets the truth value of φ).
Our coherence criterion (joint work with M. Fedel, K. Keimel and W. Roth) is given for a whole book (a finite
system of pairs event-betting odd) and not for a single bet: a book is coherent if there is no bad bet, that is,
there is no bet for which there is an alternative system of bets based on the book which gives the bettor a
better payoff. A similar condition, but without direct reference to bad bets, is introduced in Walley’s work
on lower and upper previsions of gambles. In the first part of this talk, we compare Walley’s approach with
ours. In the second part of the talk we discuss a logical and algebraic approach to imprecise probabilities
and to lower and upper previsions of gambles. Somewhat surprisingly, both topics can be treated inside a
variety of universal algebras, consisting of MV-algebras with a unary operator reflecting the properties of
upper probabilities.
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Notes on the foundations of fuzzy logic

Thomas Vetterlein
Section for Medical Expert and Knowledge-Based Systems, Medical University of Vienna, Austria
Thomas.Vetterlein@meduniwien.ac.at

Abstract

We discuss two approaches related to the foundational problem of fuzzy logic. The first one starts from a
specific fuzzy logic and endows it with a non-standard semantics, with the intention that this semantics
can be more easily understood than the canonical one. The second one starts from the application with
which fuzzy logic traditionally claims to deal, namely reasoning about properties which are not clearly
delimitable.

There has been a lot of discussion around the question on which principles t-norm based many-valued
logics, or fuzzy logics for short, are based. A good amount of work deals with the interpretation of truth
values (e.g., [HeCa]); further contributions try to justify particular choices of t-norms (e.g., [Law]); and a
few approaches address the full framework of a fuzzy logical calculus (e.g., [Fer], [Par2]).

One line of research considers specific fuzzy logics and tries to endow them with alternative semantics
(e.g., [Par1]). This amounts to the question if it is possible to make sense out of certain (classes of)
residuated lattices. Ideal lattices [WaDi] gave originally rise to the notion, but seem to be unrelated to the
present context. A more interesting approach can be found in [OnKo], where certain residuated lattices
are represented in the power set of a suitable po-monoid, the monoidal operation being pointwise defined.
This approach is particularly appealing if the underlying po-monoid is of a simple form, like for instance a
Boolean algebra. Following these lines a semantics for  Lukasiewicz logic can in fact be defined [Vet1]. A
generalisation is even possible for Basic Logic, although with some loss of elegancy [Vet2].

Interpretations of this kind might open new fields of applications for fuzzy logics – logics whose math-
ematical theory is incredibly rich and fascinating. Still, the problem how fuzzy logics and their actually
intended applications are precisely correlated remains a challenge. It seems to be well worth to change the
perspective and to start from the side of intended applications.

I would like to mention a formalism which is apparently not in the scope of fuzzy logics: the logic of
approximate reasoning [Rus, DPEGG]. The logic LAE [EGRV] interprets propositions as subsets of a metric
space, and it allows to conclude from one proposition to another one even if the former is only approximately
a subset of the latter. Namely, the statement α t⇒ β holds under some evaluation v if v(α) ⊆ Ut(v(β)),
where Ut assigns the t-neighborhood to some subset of the space.

According to a common understanding of fuzzy sets, a truth value measures the similarity to the nearest
prototype (see, e.g., [DOP]). Indeed, a fuzzy set can, in the typical case, identified with its kernel and a
pseudometric; the latter assigns to each point of the base set its distance to the kernel. This idea leads to a
setting which is actually not far from the framework of LAE. We shall explore the relationship to a certain
extent.
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Rough Sets and Many Valued Logics

Davide Ciucci
DISCo - Università Milano Bicocca, Italy
ciucci@disco.unimib.it

Introduction

Rough sets were defined almost 30 years ago by Z. Pawlak [Paw82] and since the begging attempts to relate
them to three valued logic and algebraic semantic have been carried out. During the years, these kind of
studies continued and still continue, involving also rough-set generalizations. Here we try to put in evidence
the connections among rough sets, three-valued sets and algebraic logic. Let us recall the basic definitions
of rough sets theory.

Definition 1. An approximation space is a pair (X,E) with X a set of objects and E an equivalence
(reflexive, symmetric, transitive) relation on X. Equivalence classes are denoted as [x]E.

On any approximation space it is possible to define the lower and upper approximation of a given set.

Definition 2. Let (X,E) be an approximation space. The lower approximation of A ⊆ X is l(A) :=
{x ∈ X|[x]E ⊆ A} and the upper approximation of A is u(A) := {x ∈ X|[x]E ∩ A 6= ∅}. A rough set is
the pair lower-upper r(A) := (l(A), u(A)) or equivalently the pair lower-exterior re(A) := (l(A), e(A)) :=
(l(A), uc(A)). A set A is said to be exact iff l(A) = A or equivalently A = u(A).

Rough Sets and Three Values

Let f be a three-valued set on the universe X, f : X 7→ {0, 1
2 , 1}. Then, from f we can induce three (Boolean)

subsets of the universe:

A1 := {x : f(x) = 1} The positive domain
A0 := {x : f(x) = 0} The negative domain

Au := {x : f(x) = 1
2} The neutral domain

Thus, given the three-valued set f , we obtain the pair (A1, A0) satisfying the property A1 ∩ A0 = ∅,
i.e., A1 and A0 are disjoint. Vice versa, given a pair of disjoint sets, we can define a three-valued set in an
obvious way: f(x) = 1 if x ∈ A1; f(x) = 0 if x ∈ A0 and f(x) = 1

2 otherwise. Thus, we have a bijection
between the collection of three-valued sets F 1

2
(X) := {f |f : X 7→ {0, 1

2 , 1}} and the collection of disjoint
subsets (also called orthopairs) of X, O(X) := {(A1, A0)|A1, A0 ∈ X;A1 ∩A0 = ∅}.
We note that from (A1, A0) another subset Ap := Ac0 of the universe can be defined as the negation of
the neutral domain. In some context, it is the possibility domain, collecting elements that possibly belong
to a set . From the gradual truth perspective, A1 is the core of the fuzzy set f and Ap its support. The
collection of all nested pairs on X will be denoted as N (X) := {(A,C) : A,C ⊆ X,A ⊆ C}. As can be seen
a rough set r(A) is made of a nested pair of sets (equivalently re(A) is an orthopair). Thus, the collection
R(X) = {(L(A), U(A))|A ⊆ X} of all rough sets on a given universe X is a subset of N (X) (or equivalently
Re(X) = {(L(A), U c(A))|A ⊆ X} ⊆ O(X)).

From the above discussion, it can be seen that studying three-valued sets, we can infer properties on
ortho (nested) pairs and then on rough sets. In particular, from operations on 3 = {0, 1

2 , 1} we immediately
obtain operations on orthopairs. However difficulties may arise since rough sets are only a subset of all
orthopairs. Thus, given an operation on 3, it must be shown that it is closed on Re(X) and that the
truth-functionality of the operation is preserved by the intended semantics. This is not always simple and
even if from a theoretical point of view successful, it can pose problems on the interpretability of the results.
This happens for instance for basic operations such as intersection and union. From a formal point of view
we are able to define a lattice structure on R(X) (Section ) but the meaning of these operations is not so
straightforward.
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Generalizations

There are several possible generalizations to the above definition of approximation space and rough sets. We
can define the approximations using a general binary relation (not an equivalence one), we have probabilistic
rough sets and fuzzy rough sets. As far as the link between rough set and many-valued logic is concerned,
two generalization are worth to consider:

• Approximations of fuzzy sets. The underlying universe is no more made of by Boolean sets but by
fuzzy sets which have to be approximated. This lead to the development of fuzzy rough sets and other
approaches such as [CF08].

• There are situations where more than one approximation is available. If these approximations are
”nested”, i.e., they give rise to a so-called regular Approximation Framework, than we pass from 3 to
n values [Ciu09]. These different approximations can arise for different reasons, for instance in case of
multi-source (or multi-agent) information (an emerging field of investigation in rough sets theory).

Algebras of rough sets

The collections of ortho (nested) pairs and rough sets can be endowed with different operations and thus
algebraic structures. We present an overview to the algebraic approach to orthopairs and rough sets.

Iwinski [Iwi87] studied the collection of orthopairs in connection with rough sets ideas and showed that
(N (X),u,t, (∅, X), (X, ∅)) is a distributive lattice where the lattice operations are (A1, B1) u (A2, B2) :=
(A1 ∩A2, B1 ∪B2) and (A1, B1) t (A2, B2) := (A1 ∪A2, B1 ∩B2). This result can be improved in different
ways:

• The structure 〈O(X),u,t,≈, (∅, X), (X, ∅)〉 is a Stone algebra [PP88] where ≈ is defined as ≈ (A,B) :=
(B,Bc).

• The structure 〈O(X),u,t,≈,−, (∅, X), (X, ∅)〉 is a BZ lattice [CN89] where −(A,B) := (B,A).

Further, rough sets have been shown to be a model of several algebras. The stronger one is Heyting Wajs-
berg algebra [CCGK04a, CCGK04b] 〈O(X),⇒L,⇒G, (∅, X)〉 where ⇒L,⇒G are respectively a  Lukasiewicz
and a Gödel implication. We note that HW algebras are equivalent to other well know structures, for in-
stance MV∆ algebras. Worth to mention are also structures arising considering L,U as topological and modal
operators. So for instance, in [BC04] rough algebras are obtained adding more axioms to topological quasi
Boolean algebras and obtaining also representation theorems of these algebras wrt rough sets.

Finally, it is possible to define orthopairs on more abstract spaces.

• By defining orthopairs on a Boolean algebra A as the collection C(A) := {(a, b) : a, b ∈ A, a ∧ b = 0},
Walker [Wal94] proved that the structure 〈C(A),g,f,∼, (0, 1)〉 is a Stone algebra, where g,f are
the abstract meet and join corresponding to the concrete ones u,t: (a, b) g (c, d) := (a ∧ b, c ∨ d),
(a, b) f (c, d) := (a ∨ b, c ∧ d), (0, 1) is the minimum of the lattice, ∼ is the corresponding of ≈:
∼ (a, b) := (b, b′).

• The structure of nested pairs of a Boolean algebra, i.e., pairs (a, b) such that a ≤ b, was studied also by
Monteiro [Mon80, p.199]. Translating his results to orthopairs, he showed that 〈C(A),g,f,¬,∇, (1, 0)〉
where ¬(a, b) := (b, a) and ∇(a, b) = (b′, b) is a three-valued  Lukasiewicz algebra.

• Considering an Heyting algebra 〈A,∧,∨,→, 0, 1〉, instead of a Boolean one, Vakarelov [Vak77] showed
that 〈C(A),g,f,_,¬,∇, (1, 0)〉 where (a, b) _ (c, d) := (a→ c, a ∧ d) is a Nelson algebra.
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Extended-order algebras and fuzzy implicators

Maria Emilia Della Stella
Department of Mathematics-University of Trento, Italy
dellastella@science.unitn.it
Coauthors: Cosimo Guido

In the literature the term fuzzy implicator usually denotes a map I : [0, 1]× [0, 1]→ [0, 1] that satisfies the
boundary conditions

(b) I(0, 0) = I(0, 1) = I(1, 1) = 1 and I(1, 0) = 0.

Practically, it can be viewed as an extension of the implication defined in classical logic.
In different theoretical approaches and applications further properties are considered and assumed on I. A
detailed list of the most important is given in [3], where there is also a complete view of the interrelationships
among these axioms.

In this work we reconsider the notion of implicator in a complete lattice L and discuss its properties,
taking into account the viewpoint of the implication operation of (weak) extended-order algebras, defined in
[2] and further developed in [1]. Such an implication can be viewed as an extension of an order relation, as it
is explained in [2], and can be viewed as an implicator in L whose properties depend on those characterizing
the structure of the algebra.

We also propose in a (weak) right distributive complete extended-order algebra (L,→,>) with adjoint
product ⊗ a relative implication

→⊗: L× L→ L, (a, b) 7−→ a→⊗ b = a→ (a⊗ b),

as an alternative implicator beyond →.
The implicators have been mostly considered to evaluate the inclusion between fuzzy sets, whose crisp version
is defined, in the L-powerset LX of any set X, as the order relation point-wisely induced by the lattice-order
of L; in fact a non-crisp notion of inclusion between L-sets (subsethood degree) is usually defined point-wisely
(either in ”scalar” or ”vector” form) by means of an implicator assigned in L, so extending the notion of
crisp inclusion.
The relative implication allows a different extension of the inclusion relation between L-sets A and B that
consists in seeing to which extent A is included in its conjunction with B.

Moreover, we introduce in (L,→,>) the following binary operation that we call conditional conjunction

⊗→ : L× L→ L, (a, b) 7−→ a⊗→ b = a⊗ (a→ b),

that can be read as ”a” and ”b, given a”, which motivates the term we have chosen to denote it (note that
in BL algebras this operation coincides with ∧ but in most algebras we consider, such an equality does not
hold).
This operation satisfies most conditions usually asked to a conjunction and it is well related to the adjoint
product ⊗ and to the meet operation ∧.
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A characterization of admissible  Lukasiewicz assessments through
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In [2], it is studied a betting situation (called non-reversible betting game) where the bookmaker fixes his
betting odds on some fuzzy events and bettor can bet on them, but it is not allowed to interchange the
roles of the players. In that paper, events are identified with MV-terms, or equivalence classes of formulas
of  Lukasiewicz logic, and the following result is proved:

Theorem 1. Let φ1, . . . , φn be events, and let a : {φ1, . . . , φn} → [0, 1] be a rational-valued assessment in a
non-reversible betting game. Then the following are equivalent:

(i) The assessment a does not admit a bad bet, that is, a bet for which there is an alternative system of
bets which guarantees a strictly better payoff, independently of the truth values of the events involved.

(ii) There is a t ≤ n, and a set of states {s1, . . . , st} over the Lindenbaum algebra of  Lukasiewicz logic
generated by the propositional variables occurring in φ1, . . . , φk, such that, for every i = 1, . . . , n,

a(φi) = max{sj([φi]) | j = 1, . . . , t}.

Let us call admissible a rational-valued  Lukasiewicz assessment a : {φ1, . . . , φn} → [0, 1] in a non-
reversible betting game that avoids bad bets and let us denote by Luk-Adm the set of all admissible assess-
ments.

In order to investigate this betting games in an algebraic framework, we introduce the variety of t-SMV-
algebras. These structures are a generalization of SMV-algebras (cf. [3]) and allow us to treat and characterize
admissible assessments in terms of satisfiability of suited defined equations in their language. In [1], the
authors prove that the problem of deciding satisfiable equations in SMV-algebra is NP-complete. Here we
use a similar technique to show that the problem to check satisfiability of equations in t-SMV-algebras is
also NP-complete. As a consequence of this result, we obtain that Luk-Adm is NP-complete.

Definition 1. For every t ≥ 1 a t-SMV-algebra is an algebra A = (A, σ1, . . . , σt) where A is an MV-algebra
and, for every i, k, h = 1, . . . , t, the following equations are satisfied:

(i) σi(⊥) = ⊥

(ii) σi(¬x) = ¬σi(x)

(iii) σi(σk(x)⊕ σh(y)) = σk(x)⊕ σh(y)

(iv) σi(x⊕ y) = σi(x)⊕ σi(y 	 (x� y))

Clearly the class of t-SMV-algebras forms a variety we will denote by TSMV.

Theorem 2. Let φ1, . . . , φt, be t-SMV-terms in k variables and let a : φi 7→ ki/zi (for i = 1, . . . , t) be a
rational-valued  Lukasiewicz assessment. Then, the following are equivalent:

(i) a is admissible.

(ii) There exists a t-SMV-algebra (A, σ1, . . . , σt) satisfying, for all i = 1, . . . , t, the equations εi: (zi−1)xi =
¬xi and δi: kixi =

(∨t
j=1 σj(φi)

)
, where the variables xi’s are fresh.

In other words the admissibility of a is witnessed by the satisfiability, in the class of t-SMV-algebras, of
the set of equations

Φ = {εi, δi : i = 1, . . . , t}. (1)

Then we study the computational complexity for the problem of checking satisfiability of equations in
t-SMV-algebras and we prove the following.
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Theorem 3. The problem of checking the satisfiability of an equation in a t-SMV-algebra is NP-complete.

As a consequence, we have an algorithm for checking admissibility of an assessment. Given a rational-
valued  Lukasiewicz assessment a : φi 7→ ki/zi (with i = 1, . . . , t), we do the following:

(i) For all i = 1, . . . , t, define the terms εi and δi as in Theorem 2.

(ii) Define the set of equations Φ as in (1).

(iii) Check the satisfiability of Φ in the class of t-SMV-algebras.

Being the binary encoding of Φ polynomial in t, the above algorithm joint with Theorem 3 ensures that:

Lemma 1. Luk-Adm is in NP.

NP-hardness of Luk-Adm immediately follows from the NP-hardness of satisfiability of MV-equations.
Therefore:

Theorem 4. Deciding Luk-Adm is NP-complete.
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MV-semirings and their sheaf representation
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In this paper we present a categorical equivalence between MV-algebras and MV-semirings. The notion of
MV-semirings were introduced by A. Di Nola and B. Gerla in [3] as a coupled semiring. In [1], the authors
gave an alternative and equivalent definition of MV-semirings, that we use in our paper.

Definition 1. Let S = (S,+, ·, 0, 1) be a commutative additively idempotent semiring. We call S a MV-
semiring iff for each element s ∈ S, there exists the residuum with respect to 0, i.e. there exists a greatest
element s∗ such that s · s∗ = 0 and such that s+ t = (s∗ · (s∗ · t)∗)∗, for each s, t ∈ S.

Theorem 1. The category of MV-algebras is categorical equivalent with respect to the category of MV-
semirings.

This approach allows to keep the inspiration and use new tools from semiring theory to analyze the class
of MV-algebras.

The situation of ideals in an MV-semiring requires clarification. This is so for a couple of reasons. One
is that given an MV-algebra A and its extracted MV-semiring S, the latter inherits some of its ideals from
A. But these ideals sit in S differently than they sit in A. For example an ideal may be prime in A while in
S it’s not prime. Despite this, there is a link between the prime spectrum of an MV-semiring and the prime
spectrum of an MV-algebra given by

Theorem 2. Let A be an MV-algebra and S the MV-semiring associated with A in the categorical equiva-
lence. Consider Spec(A) topologized with the CoZariski topology and Spec(S) with the Zariski topology. It
results that Spec(A) and Spec(S) are homeomorphic.

In [2], Chermnykh gives a sheaf representation for commutative semirings in analogy to the sheaf rep-
resentation given by Grothendieck for rings. We specialize this representation for MV-semirings. The main
tool for such a representation is given by the localization of MV-semirings over prime ideals. Althought
these localizations are not MV-semirings, we still have a representation theorem for MV-semirings in terms
of sections of sheaves that can be easily translated in an MV-algebraic fashion.

Let S be a commutative idempotent semiring with unit and D ⊆ S \ {0} a multiplicative monoid, i.e.
1 ∈ D and D is closed under ·. From S we can construct a semiring in the following way.

Let (a, b), (c, d) ∈ S ×D and define (a, b) ∼ (c, d) if and only if there exists an element k ∈ D such that
adk = bck. It is easy to verify that ∼ is an equivalence relation. In the follow we denote by SD the quotient
of S ×D by ∼ and by a/b the equivalence class of the pair (a, b). It results that SD is a semiring with the
following operations:

a/b+c/d = (ad+ bc)/bd,

a/b·c/d = ac/bd.

The 0 is the class 0/1 and the 1 is the class 1/1.

Proposition 1. Let (S,+, ·, 0, 1) be a commutative additively idempotent semiring and D ⊆ S \ {0} a
multiplicative monoid. Then (SD,+, ·,0,1) is also a commutative additively idempotent semiring.

Now let P ∈ Spec(S) and set D = S \ P . D is a multiplicative monoid and SD is a local semiring (see
[2]). We write SP for SD in this case and SP is named the localization of S at P.

If S is an MV-semiring and P ∈ Spec(Sr) in general SP is not an MV-semiring. Consider the following
example.

Example 1. Let S = 〈C, +, ·, 0, 1〉 be the Chang MV-semiring, i.e., C is the Chang algebra. Let M be
the radical of C. Then M is prime in S, so D = S \M = {(nc)∗ | n ≥ −}, c the atom of C. If SM were an
MV-semiring we would have for n > 0, 1/(nc)∗ + 1/1 = 1/1, so (1 + (nc)∗)/(nc)∗ = 1/1. But 1 + (nc)∗ = 1
so we would have 1/(nc)∗ = 1/1. Thus for some w ∈ D we have w = (nc)∗w. Now w = (mc)∗ for some
m ≥ 0. So we obtain (mc)∗ = (mc)∗(nc)∗ = ((m+n)c)∗. Hence mc = (m+n)c and this implies m+n = m
so n = 0 contrary to assumption.
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Indeed, it results that

Proposition 2. Let S be an MV-semiring and P ∈ Spec(Sr). SP is a commutative additively idempotent
local semiring.

Let S be a commutative semiring, the Grothendieck sheaf of S is the triple G(S) = (Spec(S), ES , πS)
where ES =

⋃
{SP × {P} : P ∈ Spec(S)} and π : ES → Spec(S), defined as π(a/b, P ) = P , is a local

homeomorphism. In the follow, we denote by [s/t]P the element (s/t, P ) ∈ ES and by (Ŝ, +̂, ·̂, 0̂, 1̂) the
semiring of all global sections i.e. of the continuous maps of type ŝ | Spec(S) → ES such that ŝ(P ) =
[s/1]P ∈ SP , where

(ŝ+̂t̂)(P ) = ŝ(P ) + t̂(P ) = ŝ+ t(P )
(ŝ̂·t̂)(P ) = ŝ(P ) · t̂(P ) = ŝ · t(P )

and

0̂ : P ∈ Spec(S) → 0P ∈ ES
1̂ : P ∈ Spec(S) → 1P ∈ ES

From the results of Chermnykh in [2], S and Ŝ are isomorphic as semirings. But, in the case of MV-
semirings it results that Ŝ is also an MV-semiring.

Theorem 3. An MV-semiring is isomorphic to the MV-semiring of all global sections of its Grothendieck
sheaf.

This representation can be traslated in terms of MV-algebras.
Let A be an MV-algebra and ∆(A) the MV-semiring associated. By Theorem 3, ∆(A) is isomorphic to
the MV-semiring ∆̂(A) = {â : Spec(∆(A)) → E∆(A) | â is continuous and â(P ) ∈ ∆(A)P , for each P ∈
Spec(∆(A)r)}.

Theorem 4. Each MV-algebra A is isomorphic to the MV-algebra of all global sections of the Grothendieck
sheaf of the reduct semiring associated with A.

It is worth stressing again, that in our representation the stalks are not MV-semirings but only com-
mutative additively idempotent semirings. Despite that, the algebra of all global sections in the sheaf
representation is still an MV-semiring.
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The aim of this work is to make a first step in the study of a betting interpretation in the style of de Finetti
for necessity measures over many-valued events. In particular, we are interested in dealing with necessity
measures over MV-algebras of functions F(X) of the form F(X) = 〈F(X),⊕,¬,0,1〉, where F(X) is the
set of all functions from a finite set X into [0, 1], ⊕ and ¬ result from the pointwise application of the real
functions x⊕ y = min{1, x+ y}) and ¬x = 1− x, and 1 and 0 are constant functions.

A betting interpretation in the style of de Finetti for probability measures over MV-algebras in terms of
states has already been deeply studied. Denote by H the set of all the homomorphisms from F(X) into the
standard MV-algebra [0, 1] (cf. [1]).

Definition 1 ([6]). A map s : F(X)→ [0, 1] is said to be a state if:

(s1) s(1) = 1,

(s2) whenever ¬(¬f ⊕ ¬g) = 0, s(f ⊕ g) = s(f) + s(g).

Let {f1, . . . , fm} be a finite subset of F(X), and let

a : fi 7→ βi ∈ [0, 1], for i = 1, . . . ,m (2)

be a mapping. We say that a satisfies de Finetti coherence criterion ([2]) iff for every σ1, . . . , σm ∈ R, there
is a h ∈ H such that

∑m
i=1 σi(a(fi)− h(fi)) ≥ 0.

The following result generalizes de Finetti’s Theorem to the case of states over MV-algebras.

Theorem 1 ([7, 5]). Let F(X), f1, . . . , fm, and a be as above. Then the following are equivalent:

(i) a satisfies de Finetti coherence criterion.

(ii) The map a extends to a state on F(X).

(iii) There is a probability measure µ on H such that for every i = 1, . . . ,m,

a(fi) =
∫
H

h(fi)dµ.

(iv) a extends to a convex combination of elements in H.

The aim of this work is to find a suitable notion of coherence and a suitable betting interpretation,
inspired by the above characterization, for necessity measures over MV-algebras of functions F(X). There
are several notions of necessity measures over MV-algebras of functions (fuzzy sets). In this work we consider
the following definition.

Definition 2 ([4]). A map N : F(X) → [0, 1] is said to be a necessity measure if the following conditions
are satisfied:

(N1) N(1) = 1 and N(0) = 0.

(N2) N(f ∧ g) = min(N(f), N(g)).

(N3) for every real number r, denote by r the function constantly equal to r. Then for every r ∈ [0, 1],
N(r⊕ f) = r ⊕N(f).
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Let π : X → [0, 1] be normalized possibility distribution (i.e. maxx∈X π(x) = 1). Then we define the
generalized Sugeno integral given by π, as the map

∮
·dπ : F(X)→ [0, 1] such that, for every f ∈ F(X):∮

fdπ = max
x∈X

(π(x)⊗ f(x)).

where v ⊗ u = 1− ((1− u)⊕ (1− v)). We are interested in answering the following question:

Can we find a characterization of necessity measures in the style of Theorem 1?

In order to find such a characterization, we need to borrow some concepts and techniques from Tropical
Mathematics (and tropical algebraic geometry). Tropical mathematics is a rapidly growing area of modern
mathematics that investigates the properties of the mathematical structure of the reals R that arises when
we replace in 〈R,+, ·, 0, 1〉 the product by the sum, and the sum by a idempotent operation, usually the
minimum ∧, or the maximum ∨. The structure R∧ = 〈R,min,+〉 is called the min-plus semiring.

We are particularly interested in the notion of tropical convexity, whose study has quite a long tradition,
and goes back to the earliest work of Vorobyev [8] and Zimmerman [9]. Take the tropical min-plus semiring
R∧ and extend + and min to any Rn by the usual componentwise application of the operations in R∧. In
an analogous way, if λ ∈ R, and x = (x(1), . . . , x(n)) ∈ Rn, for ? being any operation in R∧, we write λ ? x
instead of (λ ? x(1), . . . , λ ? x(n)).

Fix a finite set V = {v1, . . . , vk} of points in Rn. Then, x ∈ Rn is called to be:

(i) a tropical convex combination of V iff there are λ1, . . . , λk ∈ R such that

x =
k∧
i=1

λi + vi.

We denote by tconv(V ) the set of points in Rn that are tropical convex combinations of V .

(ii) a bounded normalized tropical convex combination of V iff there are λ1, . . . , λk ∈ R+ such that
∨k
i=1 λi =

1, and

x =
k∧
i=1

(1− λi)⊕ vi.

We denote by bn-tconv(V ) the set of points in Rn that are bounded normalized tropical convex com-
binations of V .

Now, results in [4] allows us to characterize those assessments a defined on a finite subset of F(X) that
extend to necessity measures.

Theorem 2. Let {f1, . . . , fm} ⊆ F(X), and let a be a mapping from {f1, . . . , fm} into [0, 1]. Then the
following are equivalent:

(i) The map a extends to a necessity measure on F(X).

(ii) There exists a normalized distribution π : X → [0, 1], such that for every i = 1, . . . ,m,

a(fi) = 1−
∮
X

¬fi dπ.

(iii) 〈β1, . . . , βm〉 ∈ bn-tconv({〈f1(x), . . . , fm(x)〉 : x ∈ X}).

Theorem 2 offers a characterization of the extension of necessity measures in terms generalized Sugeno
integrals, and in terms of convex combinations. However, a coherence criterion in the style of de Finetti
is still lacking. We plan to tackle this issue in our future work, and also to investigate extensions of this
approach to different ways to define necessity and possibility measures over MV-algebras (see [4]).
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Since the inception of fuzzy set theory and, more generally, of lattice-valued mathematics, through the big
development of many valued logic there have been several attempts to present and study suitable general-
izations of the concept of function within the universe of many-valued relations.
It is not the purpose of this talk to discuss and compare those generalizations and to present a list of them,
even; we only note that, within some lines of the approach to the topic, an important role is played by the
powerset operators, detemined by lattice-valued relations, that allow the transport of lattice-valued sets,
which are related by suitable Galois connections and, in particular, adjunctions.
These operators and their properties for binary relations with values in a complete commutative residu-
ated lattice L are described in [1], where >-functional and ⊥-functional L-relations are also considered as
generalizations of functions.

However, a characterization of those lattice-valued relations that are functions has never been found or
even asked. Here we give such a characterization that is surprisingly simple, since it reads just like the well
known analogous in the classical case. In fact we prove that, for quite general lattice-ordered algebras L of
many-valued logics, (crisp) functions are exactly those L-valued relations whose ”existential” and ”universal”
backward powerset operators coincide.
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Hykel Hosni
Scuola Normale Superiore, Pisa, Italy
hykel.hosni@sns.it

 Lukasiewicz is the chief perpetrator of a magnificent conceptual deceit lasting out in mathematical logic to
the present day.

[9]

Chris Fermüller has recently put forward a convincing interpretation of  Lukasiewicz real valued logic based
on Giles’s games [see, eg. 4, 3]. As the latter are based on probability, this solution can be seen as muddling
up the clear and widely endorsed distinction between degrees of truth and degrees of belief. I argue that
the distinction need not be given up, provided that we allow for a suitably interpreted notion of objective
probability.

Background

There are two traditions which aim at extending classical logic to model reasoning under imperfect infor-
mation. One extends the classical notion of logical consequence by dropping the requirement that it should
only lead to certain conclusions. The other rejects the idea that the semantics underlying logical reasoning
should be two-valued.

The former, which is currently well represented by the Objective Bayesianism programme [see, e.g.
8, 7, 10] focusses primarily on the concept of degrees of belief, which are formally represented by probabilities
(whence Bayesianism). Unlike non logical probability, where we can trace its roots, this tradition takes the
probabilistic representation of belief as the starting point to construct adequate extensions of classical logic
(whence Objective).

The latter tradition is being actively pursued within the Mathematical Fuzzy Logic programme [see, eg
5, 6], whose primary goal consists in extending two-valued logics in order to model reasoning under vagueness
(whence Fuzzy). This allows for a formal representation, mainly through suitable algebraic structures [1],
of degrees of truth, a tradition which can be traced back to the development of many-valued logics in the
1920’s.

From a formal point of view, probability and many-valued logics, share a good deal of mathematical
structure, a fact which eventually depends on the properties of the real unit interval. This led de Finetti to
the rather enthusiastic remark that

There is no possible doubt, after the beautiful research of  Lukasiewicz, Reichenbach, Mazurkiewicz
et al., that the calculus of probability can be considered as a many-valued logic (precisely: a con-
tinuous scale of values), and that this point of view is the best one for elucidating the fundamental
concept and logic of probability. [2]

Yet, there is wide consensus on the idea that probabilistic logic and many-valued logics model two distinct
objects: degrees of belief and degrees of truth, respectively. The distinction has been vigorously advocated
by scholars of both traditions and today it is generally taken for granted. The purpose of this note is to
review some key aspects of the distinction and show how a difficulty which arises in connection with Giles’s
semantics for  Lukasiewicz logic may shed new, interesting light, on the notion of objective probability.

A conceptual quandary

The distinction between ‘degrees of belief’ and ‘degrees of truth’ is not just part of the folklore. Indeed it
can be argued for both intuitively and formally.

Intuitively, one can be very sure and absolutely wrong at the same time. Othello’s belief about Desde-
mona’s handkerchief makes a clear case in point. Conversely, one could be right, but without good reasons,
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as Gettier reminded us in connection to the justification of belief. What seems to be at the bottom of this
intuitive distinction is that truth appears to be grounded on objective states of affairs, whereas belief essen-
tially amounts to an agent’s subjective disposition or attitude towards those states of affairs. I will argue,
however, that we cannot really push this subjective vs. objective argument beyond the merely anecdotal.

Formally we can reason as follows. If we endorse the Bayesian point of view, the Dutch Book Theorem
gives us a formal equivalence between rational degrees of belief and probability values. The right-to-left
direction of the equivalence grants us the conclusion that anything which satisfies the laws of probability
counts as rational assignment of degrees of belief. The latter are then clearly being separated from degrees
of truth, which, among other things, are usually thought of as being compositional.

Putting this together it follows that we can’t model (i.e give semantics to) degrees of truth via subjective
probability. For if we did, we would really be representing degrees of belief. Giles’s style semantics for
 Lukasiewicz logic seems to put us in a sort of epistemological quandary, unless, that is, we admit that the
probability involved in this semantics is objective. This paper explores such a possibility and some of its
consequences.

One apparently welcome consequence of this interpretation relates to the well known difficulties connected
with the logical characterization of degrees of truth. As Suszko put it, ‘Obviously, any multiplication of logical
values is a mad idea’ [9]. Indeed his point of view is substantiated by Wójcicki’s result to the effect that
any n-valued consequence relation is logically two-valued. As a consequence, the possibility of there being a
logical notion of many-valuedness is altogether ruled out, a position which is usually referred to as Susko’s
Thesis. Intriguingly enough, as we shall see, de Finetti had very similar remarks about logical probability.
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Central limit theorem on MV-algebras
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The aim is to approve the Central limit theorem on MV-algebras by the new approach, using the observable
as a distribution function, and not a σ-homomorphism. The main idea is in local representation of σ-algebras.

The following theorem is proved: Let M be a σ-complete MV-algebra with product, m : M −→ [0, 1] be
a σ- additive state, (xn)n be a sequence of independent, equally distributed, square integrable observables,
E [x1] = E [x2] = ... = a, σ(x1) = σ(x2) = ... = σ. Then for any t ∈ R

lim
n→∞

m

(
1
n

∑n
i=1 xi − a
σ√
n

((−∞, t))

)
=

1√
2π

∫ t

−∞
e−

u2
2 du

1. MV-algebras. Definition. An MV -algebra is an algebraic system

(M,⊕,�,≤, 0, u),

where
M = [0, u]

is an interval in an l-group G = (G,+,≤), 0 is the neutral element of G (i.e. a+ 0 = a for any a ∈ G), u is
the strong unit of G (i.e. to any a ∈ G there exists n ∈ N such that a ≤ u+ u+ ...+ u(n-times)),

a⊕ b = (a+ b) ∧ u,
a� b = (a+ b− u) ∨ 0.

2. Definition. A state on an MV-algebra M is a mapping m : M → [0, 1] satisfying the following
conditions:

(i) m(u) = 1,m(0) = 0;
(ii) an ↗ a =⇒ m(an)↗ m(a);

(iii) an ↘ a =⇒ m(an)↘ m(a).

3. Definition. Let J = {(−∞, t); t ∈ R}. An observable on M is any mapping x : J → M satisfying
the conditions:

(i) tn ↗∞ =⇒ x((−∞, tn))↗ u;
(ii) tn ↘ −∞ =⇒ x ((−∞, tn))↘ 0;

(iii) tn ↗ t =⇒ x((−∞, tn))↗ x((−∞, t)).

4. Theorem. Let m : M → [0, 1] be a state, x : J →M be an observable. Define F : R→ [0, 1] by the
formula

F (t) = m(x((−∞, t))), t ∈ R, then F : R→ [0, 1] is the distribution function.

5. Definition. An observable x : J →M is called to be integrable if there exists

E(x) =
∫
R

tdF (t) = σ2(x) + E(x)2

where F : R→ [0, 1] is the distribution function of the observable x. The observable x is square integrable,
if there exists ∫

R

t2dF (t).
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6. MV-algebra with product.An MV-algebra with product is a pair(M, .), where M is an MV-
algebra and . is a commutative and associative binary operation on M, and u . a = a for any a ∈ M ;
a .((b− c) ∨ 0) = (a.b− a.c) ∨ 0 for any a, b, c ∈M .

7. Definition Let M be a σ-complete MV-algebra with product, x, y : J −→ M be observables. Then
its sum is defined by the formula

(x+ y) ((−∞, t)) = hn
(
g−1 ((−∞, t))

)
.

8. Theorem. Generally,for n summands, we have: the sum of observables x1, ..., xn : J −→ M is the
mapping (

n∑
i=1

xi

)
((−∞, t)) = hn

(
g−1 ((−∞, t))

)
.

n∑
i=1

xi = hn ◦ g−1
n .

9. Definition. Observables x1, ..., xn are independent, if for any t1, ..., tn ∈ R

m (hn ((−∞, t1)× (−∞, t2)× ...× (−∞, tn))) =

= m (x1 ((−∞, t1))) .m (x2 ((−∞, t2))) . ... .m (xn ((−∞, tn))) .

10. Definition. An observable x : J −→M is called strong, if

[a, b) ∩ [c, d) = ∅ =⇒ (x ([a, b)) .α) ∧ (x ([c, d)) .β) = 0

for any α, β ∈M .

11. Definition. A state m : M −→ 〈0, 1〉 is called σ-additive, if

m

( ∞∨
n=1

An

)
=
∞∑
n=1

m (An)

whenever An ∩Am = ∅ (n 6= m).

12. Central limit theorem Let M be a σ-complete MV-algebra with product, m : M → [0, 1] be a σ-
additive state, (xn)n be a sequence of independent, equally distributed, square integrable observables,E [x1] =
E [x2] = ... = a, σ(x1) = σ(x2) = ... = σ. Then for any t ∈ R

lim
n→∞

m

(
1
n

∑n
i=1 xi − a
σ√
n

((−∞, t))

)
=

1√
2π

∫ t

−∞
e−

u2
2 du

hence ξk : RN → R and xk : J →M have the same distribution function, and

E(ξk) =
∫
R

tdFk(t) = E(xk).
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Individual ergodic theorem on Kôpka D-posets
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D-posets include many algebraic structures, which are known in quantum mechanic and in fuzzy sets theory.
The definition of D-poset was introduce by Chovanec and Kôpka in the work [1]. In this paper we work
with probability on the special type of D-poset and we formulate and prove the Individual ergodic theorem
on D-posets. As first we define the structure which is called D-poset. This definition we can find in work [6].

Definition 1. The system D = (D,≤,−, 0D, 1D) is called D-poset, if (D,≤) is partially ordered set with the
smallest element 0D and the largest element 1D, The partially binary operation − is defined on the set D
and the following statements hold for each element a, b, c ∈ D:

(i) b− a is defined if and only if a ≤ b;

(ii) ∀a ≤ b ∈ D: b− a ≤ b and b− (b− a) = a;

(iii) if a ≤ b ≤ c, then c− b ≤ c− a and (c− a)− (c− b) = b− a.

Definition 2. D-poset D = (D,≤,−, 0, 1) is called σ-complete, if every countable subset of D has supremum
and infimum.

The equivalent structure to the D-poset is the effect algebra, which was introduce by Foulis and Bennett
in the paper [2].

The important example of D-poset is MV algebra. D-poset, which is a lattice is MV algebra if and only
if the following holds: a− (a ∧ b) = (a ∨ b)− b for each a, b ∈ D.

It is necessary define the operation product on D-poset. We use the definition, which was proposed by
Kôpka in [3].

Definition 3. Let D = (D,≤,−, 1D, 0D) be D-poset. It is called Kôpka D-poset, if there exists the binary
operation ∗ : D ×D → D, which is commutative, associative and the following statements are satisfied:

(i) ∀a ∈ D : a ∗ 1D = a;

(ii) if a, b ∈ D : a ≤ b, then ∀c ∈ D holds a ∗ c ≤ b ∗ c;

(iii) ∀a, b ∈ D : a− (a ∗ b) ≤ 1D − b.

The system D = (D,≤,−, ∗, 1D, 0D) is Kôpka D-poset and the operation ∗ is called the product on D-poset.

We need the definition of two important mappings the state and the observable, because we will work
with the probability on D-poset.

Definition 4. The state on D-poset D is a mapping m : D → [0, 1], which satisfies these rules:

(i) m(1D) = 1, m(0D) = 0;

(ii) {an}∞n=1 ∈ D: an ↗ a, then m(an)↗ m(a);

(iii) {an}∞n=1: an ↘ a, then m(an)↘ m(a).

We have to use the stronger version of state in some cases.

Definition 5. Let D be a σ-complete Kôpka D-poset. The state m on D-poset D is called σ-aditive, if the

following equality holds: m(
∨∞
n=1 an) =

∞∑
n=1

m(an) for any sequence {an}∞n=1 of elements of D such that

ai ∧ aj = 0 (i 6= j).

The second important mapping in the probability theory on D-posets is the observable.
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Definition 6. Let J be the set of intervals (−∞, t); t ∈ R. The observable on D-poset D is a mapping
x : J → D, which satisfies:

(i) {An}∞n=1 ∈ J : An ↗ R, then x(An)↗ 1D;

(ii) {An}∞n=1 ∈ J : An ↘ ∅, then x(An)↘ 0D;

(iii) {An}∞n=1 ∈ J : An ↗ A, then x(An)↗ x(A).

Definition 7. Let the mapping x ([a, b)) is defined:
x ([a, b)) = x ((−∞, b))− x ((−∞, a)) .

The observable x is called the strong observable, if it holds:
(x ([a, b)) ∗ α) ∧ (x ([c, d)) ∗ β) = 0D, for each α, β ∈ D and all intervals [a, b) ∩ [c, d) = ∅ (∀a, b, c, d ∈

R, a ≤ b, c ≤ d).

Now we use these two mappings for the definition of the distribution function.

Definition 8. Let the mapping m : D → [0, 1] be a state, x : J → D be an observable on D-poset D. We
define the mapping F : R → [0, 1] by the following way: F (t) = m(x((−∞, t))),∀t ∈ R. This mapping has
all properties of the distribution function.

The important term in the probability theory is expected value.

Definition 9. An observable x : J → D is called to be integrable if there exists E(x) =
∫
R
tdF (t); where

F : R→ [0, 1] is the distribution function of the observable x.

We want to define the convergence m-almost everywhere. As first we need the definition of limes superior
and limes inferior.

Definition 10. The sequence of observables (xn)∞n=1 on a σ-complete D-poset D has limes superior (limes
inferior), if there exists the mapping x : J → D (x : J → D), for which holds:

x ((−∞, t)) =
∞∨
p=1

∞∨
k=1

∞∧
n=k

xn

((
−∞, t− 1

p

))
,

(
x ((−∞, t)) =

∞∨
p=1

∞∧
k=1

∞∨
n=k

xn

((
−∞, t− 1

p

)))
,

∀t ∈ R. It is denoted by x = lim sup
n→∞

xn (x = lim inf
n→∞

xn).

Now we can define the convergence m-almost everywhere by using limes superior and limes inferior.

Definition 11. Let D be a σ-complete D-poset with a σ-aditive state m. The sequence of observables (yn)∞n=1

converges m-almost everywhere, if the following equality holds: ∀t ∈ R: m (y ((−∞, t))) = m
(
y ((−∞, t))

)
and
F (t) = m (y ((−∞, t))) is a distribution function.

Finally we define the m-preserving transformation on the set D.

Definition 12. The mapping τ : D → D is called m-preserving transformation, if the following statements
are satisfied:

(i) τ (1D) = 1D;

(ii) a, b, c ∈ D : a = b− c then: τ (a) = τ (b)− τ (c);

(iii) an ∈ D,n ∈ N : an ↗ a then τ (an)↗ τ (a);

(iv) m (τ (a) ∗ τ (b)) = m (a ∗ b), ∀a, b ∈ D;
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(v) m
(
a ∗ τ i (b)

)
= m (a)m (b), ∀a, b ∈ D; i = 1, 2, ...

Theorem 1. (Individual ergodic theorem) Let D be a σ-complete Kôpkov D-poset with σ-aditive state m :
D → [0, 1]. Let x be an integrable strong observable, the mapping τ be m-preserving transformation. Then
there exists an integrable observable x∗, which satisfies the following conditions:

(i) E (x∗) = E (x);

(ii) 1
n

n−1∑
i=0

τ i ◦ x→ x∗ m-almost everywhere.
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[1] CHOVANEC, F., KÔPKA, F.: Boolean D-posets. In: Tatra Mountains Mathematical Publications 10,
1993, 55-65.

[2] FOULIS, D.J., BENNETT, M.K.: In: Effect algebras and unsharp quantum logics. Found.Phys. 24,
1994, 1325-1346.
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This paper is a contribution to the study of MV algebras. These algebras, introduced by Chang in [1], are
studied in connection with multi-valued logic: they turn out to be the multi-valued generalization of Boolean
algebras. For an introduction to MV-algebras see [3].

On counting ultrapowers of [0, 1]

The present section is intended to continue the work of [4] on regular ultrapowers of the MV algebra [0, 1].
For basics of model theory, including ultrafilters and ultrapowers, see [2].

The regular case

Our interest for regular ultrapowers is justified by the following theorem:

Theorem 1. (see [4]) Let λ be an infinite cardinal. Every λ-regular ultrapower of [0, 1] embeds elementarily
all MV chains of size at most λ.

One can ask, for each λ, how many λ-regular ultrapowers of [0, 1] exist up to isomorphism. In this respect
we have the following facts:

• If the continuum hypothesis is true, then up to isomorphism there is only one ultrapower of [0, 1]
modulo a nonprincipal ultrafilter on ω (such an ultrapower is regular), see [2];

• if the continuum hypothesis is false, then there are 22ℵ0 many ω-regular ultrapowers of [0, 1] up to
isomorphism, see [5];

• for every ordinal α there are at least |α| many regular ultrapowers of [0, 1] over ℵα up to isomorphism,
see [2] and [5].

By the previous facts, there are quite a lot of regular ultrapowers of [0, 1] up to isomorphism. We are
interested to the structure of the class of these models. For instance, we can equip this class with the
relation given by elementary embeddability. In this respect we have the following fact: if 2λ = λ+ and
(ℵ1,ℵ0) → (λ+, λ) (for instance if V = L), then for every two λ-regular ultrapowers Π, Π′ of [0, 1], Π′

embeds elementarily into Π ([7]).

The general case

From [5] it follows, with an appropriate generalization, that if the Generalized Continuum Hypothesis holds,
then for every uncountable cardinal κ, there are 22κ nonisomorphic ultrapowers of [0, 1] modulo ultrafilters
on κ (Ilijas Farah, personal communication).

On MV algebras with a given theory

On uncountable MV algebras

It is well known that every infinite Boolean algebra is unstable and has the strict order property with respect
to the order (in the sense of [9]). This result extends to MV algebras:

Theorem 2. Every infinite MV-algebra is unstable and has the strict order property, with respect to its
natural (possibly partial) order.

Corollary 1. (Shelah) For every infinite MV algebra A and for every uncountable cardinal λ, there are 2λ

nonisomorphic MV algebras elementarily equivalent to A of cardinality λ.
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The countable case

By Corollary 1, it remains only to investigate how many countable MV algebras with a given first order
theory exist. There is a longstanding conjecture (Vaught’s conjecture, see [10]) that every complete theory,
in whatever countable first order language, has either finitely many or ℵ0 many or 2ℵ0 many models. Note
also that in the particular case of Boolean algebras, the number of countable models of any complete theory
has been calculated in [6], and the Vaught conjecture is true in this case (every complete theory of Boolean
algebras has 1 or 2ℵ0 countable models).

For general MV algebras, quite a large part of theories has the maximum possible value. In fact, the
following theorem holds.

Theorem 3. Let A be an infinite MV algebra. Assume that for every n there is an ∈ A with nan 6= (n+1)an.
Then the theory of A has 2ℵ0 nonisomorphic countable models.

Corollary 2. Every infinite MV chain has a theory with 2ℵ0 models. Every non-semisimple MV algebra has
a theory with 2ℵ0 models.

The number of complete theories

A difference between Boolean algebras and MV algebras is the number of complete theories. In fact, in [8]
it is shown that Boolean algebras have ℵ0 many complete theories. In MV algebras, instead, the maximum
possible value is attained (already among simple chains or chains with a fixed finite rank):

Theorem 4. There are 2ℵ0 complete theories of simple MV chains. The same holds for MV chains of rank
n for every n.

References

[1] C. Chang, Algebraic analysis of many-valued logics, Transactions of the American Mathematical Society
88 (1958), 467-490.

[2] C. Chang and J. Keisler, Model Theory, North-Holland, 1990.

[3] R. Cignoli, I. D’Ottaviano and D. Mundici, Algebraic foundations of many-valued reasoning, Kluiver,
2000.

[4] A. Di Nola, G. Lenzi and L. Spada, Representation of MV-algebras by regular ultrapowers of [0,1], to
appear.

[5] I. Farah and S. Shelah, A dichotomy for the number of ultrapowers, Institut Mittag-Leffler, Report No.
3, 2009/2010.

[6] P. Iverson, The number of isomorphism types of complete extensions of the theory of Boolean algebras,
Colloquium Mathematicum (LXII) 2 (1991), 181-187.

[7] J. Kennedy and S. Shelah, More on Regular Reduced Products, Journal of Symbolic Logic, (69) 4
(2004), 1261-1266.

[8] J. Monk, and R. Bonnet (eds), Handbook of Boolean algebras, 3 volumes, Amsterdam, North-Holland,
1989.

[9] S. Shelah, Classification theory and the number of nonisomorphic models, North-Holland, 1978.

[10] R. Vaught, Denumerable models of complete theories, Infinitistic Methods (Proc. Symp. Foundations
Math., Warsaw, 1959) Warsaw/Pergamon Press (1961) pp. 303-321.

29



On unit intervals in L-spaces

Ioana Leustean
Technische Universität Darmstadt, Germany and University of Bucharest, Romania
ileustean@mathematik.tu-darmstadt.de

This is ongoing research on the class of MV-algebras which are, up to isomorphism, unit intervals in L-
spaces. Recall that an L-space is a Banach lattice with an additive norm. Our aim is to prove an analogue
of Kakutani’s representation theorem for abstract L-spaces [4] in our MV-algebraic context and to state it
as a dual categorical equivalence.

Definition 1. By Riesz MV-algebra we mean an MV-algebra A toghether with an operation · : [0, 1]×A→ A
such that
(1) r · (x⊕ y) = (r · x)⊕ (r · y) whenever x� y = 0,
(2) (r ⊕ q) · x = (r · x)⊕ (q · x) whenever r � q = 0,
(3) r · (q · x) = (rq) · x,
(4) 1 · x = x.

By a morphism between Riesz MV-algebras A1 and A2 we mean a homomorphism of MV-algebras
h : A1 → A2. One checks that such homomorphism preserve the · operation, meaning h(r · x) = r · h(x).

In [2] it is proved that the category of Riesz MV-algebras is equivalent with the category of unital Riesz
spaces (Riesz spaces with strong unit). Any Riesz MV-algebra is, up to isomorphism, the unit interval of a
unital Riesz space.

We refer to [1] for all unexplained notions on Riesz spaces and L-spaces
If A is an MV-algebra and s : A→ [0, 1] is a faithful state then ρs : A× A→ [0, 1] defined by ρs(x, y) =

s(d(x, y)) is a metric on A. The Cauchy completion of A with respect to ρs is called s-completion and it is
studied in [5], following the similar approach for `-groups [3]. We denote As the s-completion of A.

Proposition 1. Let A be a Riesz MV-algebra and s : A → [0, 1] is a faithful state. Then there exists a
unique L-space with strong unit (L, u) such that As is isomorphic with [0, u]L.

Denote LMV the following category:
- the objects are pairs (A, s), where A is a Riesz MV-algebra and s is a state on A such that A is s-complete,
- the morphisms are state-preserving MV-algebra homomorphisms.

Corollary 1. The category LMV is equivalent with the category of unital L-spaces and norm-preserving
Riesz-homomorphisms.

Kakutani’s theorem [4] states that any unital L-space can be represented as the space L1(µ) for some
measure space (X,Ω, µ).

Theorem 1 ((Kakutani)[1, 16.8]). Let (L, u) be a unital L-space. Then there exists a measure space (X,Ω, µ)
such that L is isometric Riesz isomorphic with L1(µ). Moreover, (X,Ω, µ) can be chosen such that X is an
extremally disconnected compact Hausdorff space, Ω is the Borel σ-algebra of X and µ is topological (in the
sense that a Borel set D is µ-negligible if and only if it is meagre).

For any MV-algebra A, denote B(A) the boolean reduct of A.

Theorem 2. Assume that A is a Riesz MV-algebra and s : A → [0, 1] is a state such that A is s-complete.
Let X = Spec(B(A)) be the spectral space of B(A) and Ω the Borel σ-algebra of X. Then X is an extremally
disconnected compact Hausdorff space and there is a topological probability measure µ : Ω → [0, 1] such that
A is isomorphic with L1(µ). Moreover, if f is the isomorphism of A onto L1(µ), then

∫
f(a)dµ = s(a) for

any a ∈ A.

We conjecture that the above result can be completed to a dual categorical equivalence.
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Adequate models of reasoning with vague information are not only of perennial interest to philosophers and
logicians (see, e.g., [7, 12, 11] and references there), but also in the focus of linguistic research (see, e.g.,
[10, 8, 1]). Of particular interest from a logical point of view are approaches to formal semantics of a natural
language that can be traced back to Richard Montague’s ground braking work, firmly connecting modern
formal logic and linguistics (see, e.g., the handbook chapter [9] and the widely used textbook [6]). At a first
glimpse, it seems that all important contemporary linguistic models of vagueness are incompatible with the
degree based approach offered by fuzzy logic (see, e.g., [5]). E.g., Manfred Pinkal in his frequently cited
(and translated) monograph [10] explicitly argues that many-valued, truth functional logics are inadequate
for modelling central linguistic phenomena of vagueness and indeterminateness. One of the key points here
is truth functionality : consider e.g. the following two sentences:

The sky is blue or the sky is not blue. (3)
The sky is blue or the sky is blue. (4)

If we assign the truth value 0.5 to both blue(sky) and ¬blue(sky), then these sentences (1) and (2) will
receive the same truth value in any (truth functional) fuzzy logic. This goes, as Pinkal argues, completely
against human intuition.

More specifically, contemporary linguists seem to agree that a special type of context dependency is the
key to understand the semantics of vague predicates (‘tall’, ‘nice’, ‘is a heap’, ‘enjoys’, ‘likes’, . . . ), but also
of corresponding predicate modifiers (‘very’, ‘definitely’, . . . ) and quantifiers (‘most’, ‘many’, ‘few’, . . . ).
However, a closer look at corresponding recent papers on vagueness, in particular [1, 8], reveals that contexts
are primarily used to keep track of varying standards of assertability connected with gradable predicates.
This observation is our starting point in exploring connections between fuzzy logic and the cited linguistic
models of vagueness.

We will show how fuzzy sets and fuzzy relations can be systematically extracted from a given context
space endowed with a probability measure (or more generally, possibility measure) intended to model the
relative salience and plausibility of different contexts (standards). Roughly speaking, the membership degree
of an individual a (say ‘Adam’) in a fuzzy set modelling a predicate T (say ‘is tall’) gets identified with the
probability — alternatively: degree of possibility or degree of necessity — that a satisfies the assertability
standard associated with T in a randomly chosen context. In this manner t-norm and co-t-norm based oper-
ators re-emerge as semantic correlates of conjunction, disjunction, and other logical connectives, if one insists
on global evaluations that ignore all dependencies between context specific standards pertaining to different
predicates. In contrast, local evaluations, i.e. those referring to individual contexts, lead to an intensional
semantic framework, also for logical connectives. While an intensional evaluation, based on a specific context
space, allows to model phenomena of vague language [1, 8] that escape the coarser truth functional approach
of fuzzy logic, the price to be paid for the more fine grained analysis is higher computational complexity. In
this respect, t-norm based truth functions can be seen as efficient extensional approximations to potentially
very complex intensional evaluations with respect to context dependent assertability conditions. We already
presented these approximations at the Workshop on Uncertainty Processing earlier last year [2].

On the other hand, one can strive for other justifications for using concrete t-norm based fuzzy logics
based on the notions of linguistic contexts. For example, Giles’s Game [4] is a combined dialogue/betting
game originally motivated for reasoning in physical theories and based on binary experiments. We will see
how to re-interpret the game in the presence of vague adjectives and Barker’s linguistic contexts. This way
Barker’s definitions for predicate modifiers such as very, definitely, clearly can be illustrated in terms of the
game.

Another link to fuzzy logic gets apparent when focusing on the similarity between different contexts. We
start with the observation that the individual worlds that form a concrete context are to a higher or lesser
degree similar to each other. After all, vagueness, in this model, amounts to the fact that while hearers
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don’t have access to precise criteria for judging a statement as definitely true or false, they are nevertheless
supposed to evaluate with respect to a given set of such precise criteria that is constrained in a specific
manner reflecting the context of discourse. Taking the degrees of similarity between the worlds as a basis
of an evaluation that is graded accordingly, provides a further connection between contextual models and
fuzzy logic.
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Based on [6], joint work with Antonio Di Nola.

We present a new perspective on the theory of MV-algebras by drawing a line connecting such structures —
and the categorically equivalent ones of lattice-ordered Abelian groups with strong unit — with the theory
of idempotent semirings and its ramifications.

The theory of idempotent semirings is nowadays well-established and boasts a wide range of applications
in many fields, such as discrete mathematics, computer science, computer languages, linguistic problems,
finite automata, optimization problems, discrete event systems, computational problems et cetera. The
theory arising from the substitution of the fields of real and complex numbers with idempotent semirings
and/or semifields is often referred to as idempotent or tropical mathematics.

As Litvinov observed in [7], “idempotent mathematics can be treated as the result of a dequantization of
the traditional mathematics over numerical fields as the Planck constant ~ tends to zero taking imaginary
values.” This point of view was also presented, by Litvinov himself and Maslov, in [8]. Another equivalent
presentation of idempotent mathematics is as an asymptotic version of the traditional mathematics over
the fields of real and complex numbers. This idea is expressed in terms of an idempotent correspondence
principle which is closely related to the well-known correspondence principle of N. Bohr in quantum theory.
In fact, many important and useful constructions and results of the traditional mathematics over fields
correspond to analogous constructions and results over idempotent semirings and semifields; to this extent
the aforementioned paper [7] provides an impressive list of references.

Another important aspect of the development of such a theory is the linear algebra and the algebraic
geometry of idempotent semirings, better known as tropical geometry, whose most important model is the
geometry of the tropical semifield 〈R,min,+,∞, 0〉, where R = R ∪ {∞}: its objects are polyhedral cell
complexes which behave like complex algebraic varieties.

A connection between MV-algebras and a special category of additively idempotent semirings was first
observed in [3] and, eventually, enforced in [2]. On the one hand, every MV-algebra has two semiring reducts
isomorphic to each other by the involution ∗; on the other hand, the category of MV-semirings, defined
in [2], is isomorphic to the one of MV-algebras. Such results led to interesting applications of MV-semirings
and their semimodules to the theory of fuzzy weighted automata [14], and to an algebraic approach to fuzzy
compression algorithms [4, 5] and mathematical morphological operators [13] for digital images.

Another link between MV-algebras and semiring theory relies on the well-known and celebrated categor-
ical equivalence of such algebras with lattice-ordered Abelian groups with strong unit [9] or — that is the
same, as we are going to see in details — with idempotent semifields with strong unit.

The main results we present can be briefly summarized as follows.

• A representation for homomorphisms of free semimodules — which, for finitely generated free semi-
modules, is analogous to the matrix representation of linear maps in classical linear algebra — and its
generalization to all semimodule homomorphisms.

• A matrix-based characterization of finitely generated projective semimodules over any semiring.

• A characterization of cyclic projective MV-semimodules as direct summands of the free cyclic one.

• We introduce tropical polynomials over MV-algebras; moreover we describe such polynomials in the
case of the standard MV-algebra [0, 1] and their connection with McNaughton functions.

• A functional representation of any MV-algebra as a subsemiring of a semiring of endomorphisms. What
is outstanding, here, is the fact that the MV-algebraic multiplication and sum, both commutative, are
represented as endomorphism composition — an operation which is typically non-commutative.
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• The relationship between MV-semimodules and semimodules over idempotent semifields with strong
unit as a consequence both of Mundici categorical equivalence and of constructions and results, of
more general interest for idempotent semirings, that we shall present. In particular we shall see that
MV-semimodules can be obtained by means of a sort of truncation of semimodules over idempotent
semifields, as well as MV-algebras are obtained by truncating idempotent semifields.

• The construction of the Grothendieck groups of semirings and MV-algebras following the classical
ring-theoretic construction; such a construction is easily proven, also thanks to the aforementioned
characterization of finitely projective semimodules, to be functorial.

All these results broaden the already wide variety of connections between MV-algebras and other theories.
Our intention is mainly to establish such new links so as to open new research lines and motivations for future
works on this matter. Indeed, such a semiring-theoretic perspective on MV-algebras naturally suggests many
questions and ideas.

For example, one may ask if it is possible to define tropical algebraic varieties on MV-algebras as a
“truncated” version of the ones defined on the tropical semifield of the reals. Moreover, if such a question
has a positive answer, it would be reasonable to ask whether there would be any connection between such a
theory and the well-established geometric theory of MV-algebras (see, for instance, [1, 10, 11, 12]).

Another issue that naturally arises is related to the functor K0 associating an Abelian group to every
MV-algebra. Obviously, such a functor immediately suggests the development of an algebraic K-theory of
MV-algebras which, however, needs to be strongly motivated, i. e. is expected to advance the knowledge of
MV-algebras rather than being a pure speculative exercise.

Besides all these possible advances, it is unquestionable that the strong tie between semiring and semimod-
ule theories of MV-algebras and idempotent semifields — whose common DNA lies on Mundici categorical
equivalence — is worth to be investigated as deeply as possible. As a matter of fact, such an equivalence
directly relates the tropical semifield 〈R,min,+,∞, 0〉, which is the basis for the most important concrete
model of tropical geometry, with the MV-algebra [0, 1], that generates the variety of MV-algebras.
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The Omitting Type Theorem is an important tool in model theory, it belongs to the general class of tools for
constructing models. The theorem was first found in the contest of arithmetic and ω-consistency in [6, 9].
The result was further developed by C.C.Chang in [1]. I will give two omitting type theorems for  Lukasiewicz
logic, following the lines of [7] and [8].

Preliminaries

Due to space constraints I will not give any standard definition; the reader is advised to consult [2] for all
unexplained notions about  Lukasiewicz propositional logic and its algebraic counterpart: MV-algebras; for
 Lukasiewicz predicate logic the reader may consult [5]. Finally, an up-to-date exposition on predicate fuzzy
logics, can be found in [3]. All structures considered henceforth are standard.

In  Lukasiewicz predicate logic it is possible to define a total hierarchy on the lines of the arithmetical
hierarchy in classical logic. As in the classical case, one has Σn ∪Πn ⊆ Σn+1 ∩Πn+1. Given a theory T , the
set of its Σn consequences (Πn consequences) is indicated by T∃n (T∀n , respectively).

Let M be an A-structure, L(M) is the expansion of the language L with a new constant symbol for
each element of M . The diagram of M, i.e. the set of atomic formulae ϕ in L(M) such that ‖ϕ‖M = 1
(equivalently written asM |= ϕ), is indicated by D(M); Th(M) is the set of formulae ϕ such that ‖ϕ‖M = 1.

In order to obtain a result similar to the one by Chang, in the contest of  Lukasiewicz logic, a slightly
sharper version of the forcing introduced in [4] is needed.

Definition 1. Let M1 ⊆ M2 be A-structures, then M1 is an n-substructure of M2, in symbols M1 4n

M2, if for any Πn sentence ϕ, it holds M1 |= ϕ iff M2 |= ϕ.
If n = 0 then M1 is called substructure of M2. If M 4n M2 is true for any n then M1 is an

elementary substructure of M2, written M1 4M2

Let T a theory of L, Modn(T ) indicates the class of models of T∀n+1 . With the above notation one has
M∈ Modn(T ) iff there exists M′ such that M′ |= T and M 4n+1 M′

Without going into the details (see [4]) the new version of forcing can be obtained by substituting the
notion of substructure with the stronger n-substructure. This leads to a refined notion of forcing called the
n-forcing value of ϕ at M, in symbols [ϕ]nM. Such a new definition is justified by an easy generalisation
of the following result.

Theorem 1 ([10]). A theory is inductive (i.e. it is closed under limits of chains) if, and only if, it is
equivalent to a Π2 theory.

Indeed it can be proved that T is Πn+2 axiomatisable if, and only if, it is closed under unions of n-chains.

Omitting type theorems

In the following the language is assumed to be countable.

Definition 2. Let M ∈ Modn(T ) then M is Modn(T )-generic if for any sentence ϕ of L(M), [ϕ]nM ⊕
[¬ϕ]nM=1.

The proof of the subsequent lemmas can be easily extracted from the proofs in [4].

Lemma 1. Let M ∈ Modn(T ) then it exists M∗ ∈ Modn(T ) such that M 4n M∗ and M∗ is Modn(T )-
generic.

37

mailto:lspada@unisa.it


Lemma 2. Let M,M′ ∈ Modn(T ), then
1. M is Modn(T )-generic iff for any sentence ϕ one has [ϕ]nM = ‖ϕ‖M.
2. If M,M′ are Mod(T,m)-generic, and M 4nM′ then M 4M′.
3. If M is Modn(T )-generic, M 4nM′ and ϕ is a Πn+2-sentence of L(M) then ‖ϕ‖M′ ≤ ‖ϕ‖M
4. T∀n+2 ⊆ T (F,n) where T (F,n) is the set of all sentences of L valid in all the Modn(T )-generic models.

Theorem 2 (Main Lemma). Let M be Modn(T )-generic and ϕ be a Σn+2-sentence of L(M), suppose that
M |= ϕ then there exists a Σn+1-sentence ψ of L(M) such that:

1. M |= ψ,
3. T |= ψ → ϕ,
3. all the constants of M which occur in ψ already occur in ϕ.

Definition 3. A set Γ of formulae of L is called a type if all the formulae in Γ are consistent with T and
it is closed under ∧. A type Γ is called a Σn-type if all the formulae in Γ are equivalent to a Σn-formula.

If ∆,Γ are types, I write ∆ ≤ Γ if T ∪∆ |= γ for all γ ∈ Γ. A Σn+1-type is called a (n+ 1)-existential
type if there exist no Σn-type ∆ such that ∆ ≤ Γ.

The following is an easy corollary of 2.

Theorem 3. If M∗ is a Modn(T )-generic model and M∗ |= T , then M∗ omits all the (n + 2)-existential
types.

Theorem 4 (First Chang omitting type theorem). Let T be a theory of L, such that T ⊆ Πn+2. For any
model M of T , there exists an extension M∗ of M such that:

1. M∗ is a model of T ,
2. M∗ realises every Σn+1-type,
3. M∗ omits every type (n+ 2)-existential.

Definition 4. Let Γ a set of formulae of L, let x be the seqeence of all the variables which appear in Γ. We
will say that Γ is a ∞-universal type if it satisfies the following conditions:

1. All the formulae in Γ are consistent with T ,
2. there exists an enumeration (γk)k∈ω of Γ such that T |= γk+1 → γk for any k ∈ ω,
3. There exists a strictly increasing function f such that γk ∈ Πf(k) − Σf(k) for any k ∈ ω,
4. There exists no type ∆ and an integer k0 such that: for any k ≥ k0 there exists a subset ∆k ⊆ ∆ such

that ∆k is T -equivalent to a set of formulae in Σf(k) and T ∪∆k |= γk.

Theorem 5 (Second Chang omitting type theorem). Let T be a theory of L. For any model M of T , there
exists an extension M∗ of M such that:

1. M∗ is a model of T ,
2. M∗ omits every ∞-universal type.
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A commutative integral bounded residuated lattice is an algebraA = (A,∧,∨,�,→,⊥,>) of type (2, 2, 2, 2, 0, 0)
such that (A,∧,∨,⊥,>) is a bounded lattice, with top > and bottom ⊥, (A,�,>) is a commutative
monoid, and the residuation equivalence, x � y ≤ z if and only if x ≤ y → z, holds. Commutative in-
tegral bounded residuated lattice form an algebraic variety [6]. If the lattice order is total, A is called a
chain. An MTL-algebra is a commutative integral bounded residuated lattice satisfying the prelinearity
equation, (x→ y) ∨ (y → x) = >. The unary term operation ¬x is defined by x→ ⊥, and the binary term
operation x ↔ y is defined by (x → y) � (y → x). A WNM-algebra is an MTL-algebra satisfying the weak
nilpotent minimum equation,

¬(x� y) ∨ ((x ∧ y)→ (x� y)) = >.

In this note, we investigate the unification type of certain subvarieties of WNM-algebras, namely NMG-
algebras, NM-algebras, and RDP-algebras, respectively characterized by the additional equations,

¬¬x→ x = >,
(¬¬x→ x) ∨ ((x ∧ y)→ (x� y) = >,

¬¬x ∨ (x→ ¬x) = >.

In every WNM-algebra, the operation ∨ and the constant > are definable as term operations over ∧, �, →,
⊥ [10].

It is known that the aforementioned varieties are singly generated [5, 13, 12]. In particular, the variety
of NM-algebras is singly generated by the algebra [0, 1]NM = ([0, 1],∧NM ,�NM ,→NM ,⊥NM ), defined by
⊥NM = 0, ∧NM (x, y) = min{x, y}, and, for every x, y ∈ [0, 1],

x�NM y =

{
0 if x ≤ ¬y,
min{x, y} otherwise.

x→NM y =

{
1 if x ≤ y,
max{¬x, y} otherwise.

The variety of NMG-algebras is singly generated by the algebra [0, 1]NMG = ([0, 1],∧NMG,�NMG,→NMG

,⊥NMG), defined by ⊥NMG = 0, ∧NMG(x, y) = min{x, y}, and, for every x, y ∈ [0, 1] and some (arbitrary)
fixed 0 < a < 1:

x�NMG y =

{
min{x, y} if a < x+ y,

0 otherwise.

x→NMG y =

{
1 if x ≤ y,
max{a− x, y} otherwise.

The variety of RDP-algebras is singly generated by the algebra [0, 1]RDP = ([0, 1],∧RDP ,�RDP ,→RDP

,⊥RDP ), defined by ⊥RDP = 0, ∧RDP (x, y) = min{x, y}, and, for every x, y ∈ [0, 1] and some (arbitrary)
fixed 0 < a < 1:

x�RDP y =

{
0 if x, y ≤ a,
min{x, y} otherwise.

x→RDP y =


1 if x ≤ y,
a if y < x ≤ a,
y otherwise.
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In the sequel, L ∈ {NM,NMG,RDP}. Notice that the operation →L is the unique binary operation over
the real interval [0, 1] satisfying the residuation equivalence with respect to �L. This observation suggests
a logical interpretation of the operations �L, →L, ¬L, as the conjunction, implication, and negation of a
propositional many-valued L-logic, having [0, 1]L as its complete semantics: an L-term t is a tautology of
L-logic, if and only if the equality tL = >L holds in [0, 1]L. In equivalent, syntactic terms, the L-logic lies
in the established hierarchy of schematic extensions of MTL-logic, the logic of all left-continuous triangular
norms and their residuals [8].

By universal algebraic facts [3], the free n-generated L-algebra, Fn(L), is the clone of n-ary term oper-
ations of the algebra [0, 1]L, equipped with operations defined pointwise by the fundamental operations of
[0, 1]. 1 In the logical setting, the algebra Fn(L) is the Lindenbaum-Tarski algebra of the n-variate fragment
of the L-logic.

Notice that Fn(L) is finite, because the variety of L-algebras is locally finite. Indeed, the subdirectly
irreducible members of subvarieties of MTL-algebras are chains [5], and WNM-chains are locally finite, thus
the variety of WNM-algebras is locally finite [10]. It follows that the variety of L-algebras is locally finite,
thus allowing for a combinatorial representation of free finitely generated L-algebras, as suitable algebras of
maximal antichains over certain posets [1, 11]. See Figure 1 for the case n = 1.

>

¬x > >

>,¬x x x¬x x

⊥, x ⊥ ⊥ ⊥¬x
(a) F1(RDP ).

> >

x > ¬x

¬x x,¬x x

⊥ ⊥ ⊥
(b) F1(NM).

> > >,¬¬x

¬x > x,¬¬x

BB
BB

BB
x

{{
{{

{{

x,¬¬x x,¬x,¬¬x ¬x

⊥ ⊥ ⊥
(c) F1(NMG).

Figure 1: For L ∈ {NM, NMG, RDP}, F1(L) is a suitable algebra of maximal antichains over the depicted forest.

In this note, we settle the unification type for the L-unification problem, defined as follows. Let Tn(L)
denote the L-algebra of terms over the variables x1, . . . , xn. An instance to the L-unification problem is a
term t ∈ Tn(L), and the question is whether there exists a unifier for t, that is, an endomorphism h of Tn(L)
such that the equality

h(t)L = >L

holds in L-algebras; note that h is uniquely determined by its restriction to x1, . . . , xn. A unifier h for
t ∈ Tn(L) such that h(xi) ∈ {⊥,>} for i = 1, . . . , n is said ground. It is easy to check that a term t ∈ Tn(L)
is unifiable if and only if it has a ground unifier.

Let h and h′ be unifiers for t. Then, h′ is less general than h, in symbols h′ ≤ h, if there exists an
endomorphism h′′ of Tn(L) such that the equality

(h′(xi)↔ h′′(h(xi))L = >L

for i = 1, . . . , n holds in L-algebras. A unifier h for t such that every unifier for t is less general than h is
said a most general unifier for t. The type of L-unification is unitary, if every unifiable L-term has a most
general unifier (this is the nicest possible type in unification theory, since in general unifiable terms may
have finitely or infinitely many incomparable unifiers).

Relying upon the combinatorial representation of free finitely generated RDP-algebras, the authors re-
cently proved (constructively) that the RDP-unification is unitary [2]. A straightforward, if tedious, compu-
tation allows to extend this result to NM and NMG, further generalizing previous work of Dzik on subvarieties
of BL-algebras [4].

1The clone of n-ary term operations over [0, 1] is the smallest set of n-ary operations over [0, 1] containing the n-ary projections
x1, . . . , xn, and closed under arbitrary compositions with the fundamental operations of the generic algebra.
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Proposition 1. Let L ∈ {NM,NMG,RDP}, let t ∈ Tn(L), and let g be a ground unifier for t. Then, the
endomorphism h of Tn(L) defined by,

h(xi) = ((t2 → xi)� (¬t2 → g(xi))),

for i = 1, . . . , n, is the most general unifier for t.

Corollary 1. Let L ∈ {NM,NMG,RDP}. The L-unification type is unitary.

In view of the connection between unification and admissibility identified by Ghilardi [7], and the recent
work of Dzik [4] and Jeřábek [9] on substructural and many-valued logics along this line, an interesting and
natural development of the present note is the characterization of admissible rules in the aforementioned
subvarieties of WNM-algebras.
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